°
® White Paper
CiTRIX

The scalability and economics of delivering
Juy 2018 Citrix Virtual App and Desktop services from Microsoft
Azure

Given business dynamieseasonal peaks, mergers, acquisitions,
and changing business prioritiesleploying Citri/irtual App and
Desktopworkloads on a Microsoft Azure cloud can give your IT
organizatiornthe strategic advantagef agile desktop and
application delivery.

Microsoft Azure Cloud Services

Microsoft Azure is a reliable and flexible cloud platform that allows applications to be quickly
deployed across Microsefhanaged datacenters. Azure offers monthly service level agreements
(SLAs) 099.95% to meet strict requirements for continuously available serviges.
comprehensive list of Microsoft Azure Service Level Agreements may be folticrasoft

Azure: Service Level isgments

By provisioningCitrix Virtual Appslesktops and application workloads on Azure Cloud Services,
businesses can avoid expenses for internal infrastructure and rely instead on Microsoft to supply
the necessary compute, networking, and storage teses for user workloads.

Citrix Virtual App and Desktop Service

The Citrixvirtual App and DesktoBervice secures the delivery of Windows, Linux, Web or SaaS
applications and desktops to any deviCitrik, e my
Virtual Apps and Desktops provides advanced management and scalability, a rich multimedia
experience over any network and seHrvice applications with universal device support across a

full range of mobile endpointsincluding laptops, tablets, smartphond3Cs, and Macs.

With session and application virtualization technologies it is easy for customers to manage
centralized applications and apply the optimal combination of local and hosted delivery models
to match user requirements. Both Citrix hosteelsktop sessions and virtual desktops can be
provisioned on Azure.

Exclusively available as a hyhrldudsolution,the CitrixVirtual Apps and Desktop Service

allows you to choose the workload deployment option that best aligns with your enterprise
cloud strategyWhen deployed on Microsoft Azure cloud, Citrix Virtual Apps and Desktops gives
IT departments the flexibility of delivering infrastructure servicasVitndows applications and
desktopswith the elastic scale of public clowchile extending and iigrating current
investmentsfrom on-premise environments.

TheCitrixVirtual App and Desktofevicewas usedn this series of testfor the control and
management of the workloadsThe numbers hereifocusspecificallyon the scalability and
performanceof a singl e Azure virt uaServem@ScVhtuahe i nst
Delivery Agent (VDAINd notCitrix Cloudservices


https://azure.microsoft.com/en-us/support/legal/sla/
https://azure.microsoft.com/en-us/support/legal/sla/

Scalability testing of Citrix Virtual Apps on Microsoft Azure

The combination of Citrix Cloud aMicrosoft Azure makes it possible to spin up n@itrix
virtual resourceswith greater agility and elasticitpdjusing usage as requirements change.
VirtualMachines on Azursupport all of thecontrol and workload components required for a
Citrix Virtual App and Desktagrvicedeployment.

The goafor thisdocumentwasto analyze the scalability and economic<Gitrix virtual app
sessions deployed on Microsoft Azgeneral purpose DS _®d compute optimized FS_v2
seriesinstances. As a part of this exercise, performance and {péc®rmance comparisons are
used to evaluate the various ViMstance types. Login VSI 4.1.3®4ds usedr testing to
generate user connections tbhe Server OFDA worlers, simulating typical user workloads
running on Azure instancellicrosoft Azure instance types vary according to infrastructure
resources provided and relative cost per hour. Prigind awilabilityfor Azure virtual machines
varies by region and includes Windows licensing [8iseosoft Azure DocumentatiorRroducts
available by regioand Windows Virtual Machine Priciihg

TheDsv3seriesinstances are a newer version obZ2series instances. Thesv3instance type

is built on the Intel® EB673 v4 2.35Hz (Broadwell) and the 2.4 GHz (Haswell) processors which
introduce HypeiThreading technology. Thenewer instance provide the same performance

at approximately28%lower costthanthe similarly configuredS/2-series instancesising

physical cores.He Fsv2seriess based on the Intel® Xed Platinum 8168 2.7GHz processor
(SkyLakeith singlecore turbo frequency up to 3.7GHz. Tiev2serieshaslower memory per

core and provide a lower cost per hour while increasing the raw compute power available

Citrix Cloudprovidesa single management plane to deliver unified and reliable access to the
apps,desktops, andlatathat employees needThe test environment leveraged the Citylixtual
App and Desktofervice formanagement of the workload§ he emaininginfrastructure VMs
implementedto support thescalability testindResource Locatior-Cloud Conectors Citrix
StoreFrontActive Diectory Domain Controllers—were deployed orStandard D2s v3

instances The Azure region used for testing wssureUS West 2

Topology for the scalability testing
For the scalability testing, the infrastructure VMs were configured with Microsoft Windows
Server 206 on Azure instances as follows:
1 LoginVSvirtual machine on &tandard D2s v3instance containing:

0 1x Login VSI controller

0 4xLogin VSI launchers
1 Infrastructure virtual machinesn Standard D2s v3 instancescontaining:

0 1x StoreFront server

o 2xCitrix Cloud Connectors

0 1xActive Directorggomaincontroller,andprofile server and DNS Server
1 Citrix virtual applicationvorkloadsrunning m a singléVindows Server 201i@stancewith

the following:
CitrixServer OYDA 7.17
Microsoft Office 2016
Microsoft Defender with default settings
Latest Windows updatesvailableat time of testing
Standard HDD Azure Storage with managed Disks
o No optimizationdo any components: out of the box settings were used across the board

User sessionwere simulated singLoginVSon each instance type in different test runs to
analyzethe scalability of different Azure instances.

O O 0 o o
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https://docs.microsoft.com/en-us/azure/virtual-machines/windows/overview
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The Delivery Controller, SQL Server, and Studio managemente@mnsplovided and managed
by the Citrix @ud Virtual App and Desktogervice A StoreFrontserver wasnstalledon the
localnetwork to facilitate testing, alongith the LoginvSl infrastructure, Active Directory
domain controller, and th&erver OS VDAhe figure belowdepicts the test architecture.
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Users connecthrough a StoreFront server to access applications and desktops. (Login VSI
clients simulate user connections to the StoreFront sern/s)in a traditionaCitrixarchitecture,
Delivery Controllers distribute the connections and set up service conndutioveen endusers
and VDA hosting applicationdn a Citrix Cloud based deployment the Delivery Controller

functions are distributed betwee@i t r i x
All Citrixresources within thé&Resourcelocation refeence the Cloud Connectors as their

DeliveryQontrollers.

Results summary

Cloud and the

Resource

The grapk below showside-by-side comparisosiof the maximum number ofirtual application
usersessions supported by thesv3-series and thesv2-seriesinstance type in singtserver
scalability testingThe highest dnsitiesof 74and 67 user sessions, for task worker and
knowledge worker respectivelyere obtainedon the F16sv2 instanceype (16cores, 32GB
RAM) with second place going to the BI&3 instance type (16ores 64GB RAM) weighing in

at 59and 56 user sessions for task worker and knowledge worker respectively
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The pricing model for Azure instanoesries according to the regiothe instance typeandthe
resources provide. The graph below compesthe cost efficiency of each instantge based
on VDAuserdensities achieved in thgingle servetesting.The costs refledt.S. WesR PayAs
YouGopricing for standard/M instancess of June 2018nd includesthe cost of Microsoft
Windows licensg.

Hourly Cost per User by Instance Type
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As shown in the graghthe F16s_v2 ané4s_vanstancetypesall showthe lowest cost per
hour of $0.019when rounded)or task workemwhile the F16s v2 instance typéiolds the best
hourly costof $0.0206for the knowledge workerfollowed closelyy the F8s_v2 instance type
at $0.02301n the testing, the density results showadlear benefit from thdaster processors
available withthe Fsv2seriesinstanceslf users run applications that are particularly memory
intensive,the Dsv3seriesmight be a better choicethough the cost may be slightly higher

Another item to consider is the impact of tiheurestorage type Sandard orPremium, on the
performance of the instance. With some of the tests, the storage became a bottleneck and
some instance types showed extremely high dedponse timesvhich in turn lowered the
VSImax score. In most cases, the impact was not more than a user dsutv@onsideration
should be given as to whether the extra user density is worth the afdsigher performance
storage

As with any design choice, the wutilization ¢
for resiliency will drive the finalecision as to which instance typgze and storage selection
will work best for the organization.

Testing methodology

In the scalability testind,ogin VSI 4.1.3Pwas used to run a user load twsted shared
deskbps using the Server OS V.bAgin VBhelps to gauge the maximum number of users that
a desktop environment can support. Login VSI categorizes workloads as Task Worker,
Knowledge Worker, Power Worker, and Office Workethis testingonly the Task and
Knowledge Worker profiles were used.

It is important to note that while scalability testing is a key factor in understanding how a
platform and overall solution perform, it should not be inferred as an exact measurement for
real world production workloads. Customers looking to better askessapplications will

perform in aCitrix andAzure solution should conduct their own Loyi8I testing using custom
workload scripts. All test results here reflect application execution wéfigult Citrixpolicies
andunoptimized defaulsettings forWindows Server 2016ffice2016 and Windows

Defender Both performance and density can be improved by leveraging optimization tools such
as theCitrix Optimizerbut the authors of this paper wanted to provide conservative numbers
whichcan bereplicated consistently with little to no specialized knowledge of this type of
computing workload.
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Task Worker and Knowledge Worker workloads were selected for the testohgad the
following characteristics:

1 Task Worker Workloadincludes sements with Microsoft Office 2016utlook, Excel, and
Internet Explorer, Adobe Acrobat and PDF Writer. The Task Worker workload does not place
ahighdemand on the environment anepresents users that do not access the system
heavily.

1 Knowledge Worker Workloadincludes segments with Microsd@iffice 20180utlook, Word,
PowerPoint, and Excel; Adobe Acrobat, FreeMind, PhotoViewer, Doro PDF Writer and
includes viewing of several 360movies. The Knowledge Worker workload placésgaer
demand on the environmenincluding more use of the available memaand represents
users that access the system more heavily.

AzureDsv3seriesand Fsv2seriesVM instance types were tested. Sirtbe goal was to capture
a baseline reflecting thaserdensitiesfor each instance type, the Login VSI client launchers
were configured to go through the StoreFront server. Performance metrics were captured
during user logon and virtual desktop acquisitioamp-up), user workload execution (steady
state), and user logoff.he full LogirVSI test loop (48 minutes) was allowed to complete t
achieve consistent measurementsile theLogin VSI performance metrics were recordiests
were repeatedive timeson each VM instance to get an average number of users that
successfully ran the tedlumbers reported consist of the fiwein average rounded down to the
nearest whole number.

The LogirVSI workloads calculate théSImaxsession count by observing when the user
response time has diminished significantly below the expected threshold which was derived
from the baseline value taken with only a single user on the system. Historically speaking, the
CPU resource has generallyebethe bottleneck that prevents a system from reaching a higher
VSImaxsession countHowever in the case of th&sv2seriesinstances runningn faster
SkyLake&PUs, the CPU response time was no longer the key constrained resostead the
constrairt moved to theavailablememory.

This dynamic had the unique effect on sevéis¥2seriestests such that th&/Simaxvas not

able to becalculatedn the traditional sensy overtaxing the CPU with additional sessitimesn
working backward to find the optimal user coufthe additional sessions consumed enough
memory such that the€itrix Virtual Appsession host had to stop processing all sessions and the
test prematurely terminated. For thEsv2seriesinstance typeswhere the test was unable to
complete in the traditional manner, théSimaxvas obtained instead by identifying the highest
numberof user sessionwhere theVSImaxvas not reached but the test would complete
successfully. This was the casgy for the Knowledge Worker test runs, which consumere
memory than the Task Workeunson the F3 v2, F& v2, and F1§ v2instance types

One other notable point is that on D2s_v3 and D8s_v3 instance types, the standard disk storage
was not able to keep up witthe write requests, which reduced the VSImax value. If the

workload being considered does generate high disk read/write activity, the recommendation is
to consider the use ahe Premium SSBstorage
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Detailed instance performance results

Based on thd testingeffort and current instance pricing at the time of publication, the F16s_v2
instance type is the most economictdy both light workloadgwhichresemble theLoginVSI

Task Workeworkload)andfor more memoryintensive workloadgwhichresemblethe
LoginVSKnowledge Workeworkload)

Detailed test results fothe recommended instance typi@ both scenariosre providedbelow

and should be used as a starting point to determine which instance type provides the best
combination of density and rdency for your organization. Microsoft Azure provided the
flexibility to modify the instance sizing @femand. Citrix recommends customers conduct their
own scalability testing to determine the ideal instance type for their organization and
workloads.

Task Worker workload results

This sectiorlescribes test results for thel6s_\2 instancewith the TaskWorker workload.

VSImax v4 (which indicates the maximum user density under a specific workload) is determined
from two other metrics, VSI Baseline an8I\Threshold. VSI Baseline represents agstlLogin

VSI baseline response time measurement that is determined before the normal\l'8igin

sessions are sampled. TREGS_\2 instancedemondrates a VSImax v4 density ©f users

running the Task Worker whkload.

VSimax v4

= Maximum Response
= Minimum Response
= \/S] Index Average

2500+ ~— Average Response
\ % VSlmax

ing Steady State:

VSimax vd ge = 355
2000 VSimax v4 average = 855
VSImax v4 threshold = 1584

Stuck sessions =0

1500 —VSI Threshold: 1584

Response time, ms

Active Sessions

The next two graphs depict CPU and memory consumption and disk 1/O response times
measured during the test.

In the chart below, as user load increases, CPU and memory utilizdgimimcrease; notice the
memory reaches the max availalf2 GBn the F16s_v2 instance typeliring the steady state
portion.
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Memory and CPU Consumption During Task Waorker Load
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The write 1/0 response time averaged arouh82 millisemnds. Read I/O@sponse times
averagedaround1.5 milliseconds

Disk 1/0 Response Time Measurements During Task Worker Load

005
Comose ] [ [
I'—H i " Il . Il I'_L_\

0.4

£

0.03

3

&

&

§nm

&

0.0

LS e AL

—
-

2 2 2 3 ¥ 3 3 3 3 2 T 2 3 3 3 I 3 T 2T 2T 2 F 2 3 3 = = 2 3 3

% §3 % 3 ¥ 3% 3§ 3 3% §3F % oE 33§ R LI F3I g3 oz

IEEEEEEEE R EEEEEE R bRk

€ 2 9 5 % 8§ 8 % ¥§oyog % 3voEHELyyYEogofow &% %% 3
——iwg. Disksec/Read = fug. Disk sec/Write

The following network and disk performance graphs show resource consumption, which can
impact scalability as well as cost associated with the solution. The graph below shows
networking transfer rates for data going out of Azure data centers. Microsofgelsaor

Network Transfer Rate (Sent) During Task Worker Load
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outbound data while inbound data transfers are free. For the Task Worker workload, the
average outbound bandwidth duringesdy state is approximatel§05KBpsfor the test
workload of76 users. This means the paser outgoing transfer rate is apgpximately9.27KBs
(70576=9.27). Outgoing network transfers during logoff occur as user profile idata
transmitted.

Azure charges for disk transfeshen standard disks are in udeisk transfer metrics, which are
used in the subsequent cost andljsare shown below. For the Task Worker workload, disk
transfers during steady state averaged ab88410PS for the test workload @6 users, which
calculates to an average of abolid IOPS per user. The peak value waS5IOPS fo76 users

or about26 IOPS per user. Disk transfer activity is also visible during the logoff period as user
profile data is recorded.

Total Disk Transfers per sec (Read and Write) Task Worker load
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Knowledge Worker workload results

Since theé=16s_v2nstancealsoproved to be the most costffective forthe more intense
workload,the following pages show user density and performance metrics foFiits_v2
instance type running the XenApp 7.17 ibwler the Login VSI Knowledge Worker.

This section shows test results and performance metrics foFit@s v2instance under the
Knowkdge Worker workload. As shown below, thE6Sv2 instance supports a VSIimax v46if
usersrunningthe Knowledge Worker workloaés noted earlier, the LoginVSI analyzer shows
VSImax not reached because this is the highest number of users that coulackd ph the
F16s_v2 instance and still have a successful completion of the test.

VSimax v4

2500——VSimax-knowledgeworker v4.1-not reached — Average Response

£7 sessions ran successiily — Maximum Response

- = Minimum Response
VSlbase = 601

VSimax v4,1 average = 1137 == V/S] Index Average

2000 VSimax v4 1 threshold = 1602
Stuck sessions =0

1500—{ VS Threshold: 1602

Response time, ms

The next two graphs depict CPU and memory consumption and disk 1/O response times for the
Knowledge Worker workload. These metrics are helpful in assessing performareretiedest
workload. As the user load increases in the chart below, memory and CPU utilization peaks at
the point at which the number of users approaches VSImax v4.

Memory and CPU Consumption During Knowledge Worker Load
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Disk I/0 response time metrics for the Knowlederkerload are shown below. WritéO
respmse times averaged arourl2 millisecondsvhile the read 1/O response times averaged to
2.1 milliseconds

Disk 1/O Response Time Measurements During Knowledge Worker Load
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The following graphs show resource consumption metrics for network and disk I/O under the
Knowledge Worker workload. The outbound netwoikiransfer rate duringteady state
averaged around&818KBps for the test workload 087 users. This means the outbound transfer
rate per user was approximateB7.13KBper second1818 67=27.13. During the logoff period,
network transfer activity reéicts how user profile data is transmitted and captured at logoff.

Network Transfer Rate (Sent) During Knowledge Worker Load
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As shown below, the Knowledge Worker workload imposes an avefdg&itOPS for ab7
users 018.1210PS per usebf#4/67=8.12). The peak total disk transfer rate wa0a IOPS or
about24 I0OPS per user.

Total Disk Transfers per sec (Read and Write) Knowledge Worker load
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Economic considerations

This section describes how to estimate the coshefcompute, network, and storage required

to deployCitrix virtual applicationsn Microsoft Azure. Microsoft Azure deployments are
attractive tolT organizations that seeksaalable an@gileplatform to deploy Citrix

infrastructure. Companies pay for only the resources that they use rather than assuming the
cost and complexity of developing and maintainindnause infrastructure. Microsoft prades

the required resources from its global network of datacenters, and owns the responsibility and
costs associated with infrastructure maintenance, upgrades, monitoring, cooling, power, and
service.

Several elements go into a complé@drixon Azurecost estimate Typically compute costs
associated with the Azure VM instandsshe dominant cost factoiThese costs include
Windows licensingunless the VMs qualify fddybrid UseBenefit Other costs include the cost
of outboundnetwork bandwidth andstorage

Citrix licensing costs are also a factor, but since these costs are the same whether deployed on
Azure or internal infrastructure, they are not considered in the follovgost analysis. The cost
calculations presented here determine a monthly cost per user for both Task and Knowledge
Worker workloads and reflea/est US ricing at the time of this writing.

Azure compute
PayAsYouGopricing is calculated on an hourly baaigl varies by region according to instance
type and the resources that each instance type provides.

For this costing exercise,i#t assumed that users workiur shiftsandidle and disconnect
timersequate to 4 hoursWhile sessions are active, idle, or disconnected on a Server VDA the
compute instance cannot be deallded. For this reason, the cost estimates given here assume
that VMs are allocated and in use far averageeriod of12 hours per dayGiven this
assumption, a F16s_V2nstance hasahourly cost of $.379, which translates to a monthly

cost of about 830.96at 12 hours per dayor 20 days per monthTheF16s v2can supporfr4
XenAppTask Workerat a monthly cost of $.47per useror 67 XenAppKnowledge Workerat a
cost of $.94per user

Citrix.com| White Paper | Citrix Virtual Apps and Desktops 11


https://azure.microsoft.com/en-us/pricing/hybrid-benefit/
https://azure.microsoft.com/en-us/offers/ms-azr-0003p/
https://support.citrix.com/article/CTX140320
https://support.citrix.com/article/CTX140320

While the PayAsYouGo pricingmodel is used for the compute calculation in this white paper,
additional cost models are available through Microsoft Azure Hybrid Benefit, Reserved VM
instances, and Dev/Test pricing. These pricing models can offer substantial savings over the Pay
AsYouGo model. More information on these pricing models and their requirements can be

found from Microsoft AzureAzure pricing

Please note: ForVM instances using PaysYouGo pricingin some cassit may bepreferred

to have higher numbers of smallgrstances. This approach enabiedividualV D Ato ts

more quickly drained of user sessions and deallocated in order tocsesrallper hour costs.

Even thouglour costbasedrecommendation is fothe larger F16s_v2 instance s&ea single
instance multiple smaller F4s_v2 and F8s_v2 instances may be a better fit vaithin

organization based otheir specific VM instancdeallocation policieCitrix Smart Scale
recommended for dynamic power management and deallocation of Azure VM&dguGo
Instances based on schedule and load based policies, reducing hourly instance charges to lower
total operational expenses. Using Citrix Smart Scale, Azure costs can be optimized by scaling up
and scaling down the infrastructure resources to map to the actual usage. For more information
about Citrix Smart Scaling, see Citrix Product Document&Bimart Scale requirements

Azure network

Networkcosts in a Citrix deployment are primarily associated with the outbound bandwidth of
the solution (in GB)Charges vary according to the specific zone (region group) providing
services. Pricing is tiered according to the data quantity transferred each nibirgimonthly

cost ofmost expensive brackdéor West US & $0.087 per GBhis number is used for the
network calculations in this white paper. For more information on Azure bandwidth pricing
please refer to Microsoft Azur@andwidth Pricing Details

As shown in the test resuit with the Task Worker workload, an average user consumes
outboundnetwork bandwidth at a rate of approximatehdl OKBps. Additionally, it is assumed
when a user session is idle or disconnectetiddr period) the per user bandwidth utilization is
negligble. Therefore,assuming an $iour workday, a single XenApp user running a Taskgy
workload consumes abou9-GB of network bandwidth per monthwhich translates to a cost
of $0.78 per month per user. For the Knowledge Worker workload, network utiimasi about
28 KBpsper user or ~8 GB formonth, which costs aboutZ18 per month per user.
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Azure storage

Azure provides different storage categories and redundancy options. At the time of this
whitepaper, Azure storage is divided into Managed BiminanagedStandard or Premium

storage. For Standard Unmanaged Disks the storage consumption (in GB) and 1/0 needs to be
considered. For Standard Managed Disks the disk size and I/O needs to be considered. For
Premium Managed and UnmanagBiksksthe disksize needs to be considered. Standard HDD
Managed Disks were used for this scalability testing. For more information on Azure storage
pricing please refer to the Microsoft Azurkzure Storage Overview pricing

Persistent disks for Azure VMs wuse “page bl
accessThe cost of 1/0 operations f@andardHDD Managed Disls$0.005 per 10,000

transactions o storage encompasig bothread, write, and deleteoperations A Task Widker

workload imposes about.4IOPSer user on average, which works out 18,855,000

transactions per month (assuming ath8ur workday) at a cost of $0 per user.AKnowledge

Worker workload requires an avage8.1210PSer user. This is abou;350,0000P $er

month per user for an-&our day, which means a cost of 86.a month for each Knowledge

Wor k er ' sSimdlar to theAgzwee network calculations, it is assumed that during the period
whereas er ' s sessi on i shourgderiosl) theper useisterage utilizaiontise d (4
negligible.

Azure maintains storage resources for the Citrix infrastructure even when no users are active, so
the analysis of storage consumption charges is baseal Zfhour day.

Total estimated costs

The table below shows approximate &btcosts per user (based dest US pricing) for both
Taskand Knowledge Worker workloads using the Ciedommended instance types of
F16s_\2. The monthly costs are.30 and $12.61 respectively.

Cost per useper month | TasKWorker workload JKnowledgeWNorker workload

Computeinstance $6.80 $7.51
Network utilization $0.78 $2.18
Storage utilization $0.20 $0.36
Storage capacity $2.52 $2.5€
Total $10.30 $12.61

Actual costs will vary depending on the region, instance types selected, storage type, instance
uptime, and densities achieved with specific user workloads.

XenApp Infrastructure VM costs on Azure

In addition to the cost of deploying VMs to support usarrkloads, a XenApp deploymemiay
include optional*VMs to host infrastructure servessich as StoreFront, or Domain controllers
The table below shows the approximate total cost per hour for gaatkntial XenApp
infrastructure VMthat may be hostedh the Azureresource locationt{ased onNest US 2

pricing).

StoreFront(x2) * DSv3 $.18¢
Domain controlle(x2) * DS_v: $.18¢
Citrix Cloud Connecto(g2) DS_v: $.18¢
Total for all six: $1.128
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Conclusion

TheCitrix onAzure scalability results presented here should be used only as guidelines in
configuring your Azure solutio®Before making final sizing and deployment decisions, it is
suggested that you run proaif-concept tests on different Azure instancegs using your own
workloads.Then use the methodology presented here to approximate your costs.

The Azure instance type that you select to deplilyix virtual applicationvorkloads isa critical
element that determines the user densigynd scalabilityand in turn the cosper-user for an
Azure delivery modeAs shown, the ifferent instance types in Azure have advages for
specific workloads, such as high computational requirements or additional memory.

Learn more

For more information about deploying Cithfirtual Appswvorkloads on Microsoft Azure Cloud
Services, see the Citrix and Microsoft partner web sitittgt//www.citrix.com/global
partners/microsoft/resources.html
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