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Executive summary

6

This document provides the reference architecture for integrating Dell EMC PowerEdge servers, Dell EMC
storage, and Citrix XenDesktop and XenApp software suite to create virtual application and virtual desktop
environments. The available server choices include the PowerEdge R640, R740, and M630 servers. Shared
storage for the solution is the Dell EMC XtremlO X2 X-Brick.

As the foundation for a complete, adaptive IT solution, PowerEdge servers deliver superior agility and
reliability, outstanding operational efficiencies and top performance at any scale. With its latest generation of
PowerEdge servers, Dell EMC makes server innovations more affordable and accessible, putting more power
into the hands of people than ever before.

Dell EMC XtremlO X2 is the next-generation XtremlO all-flash storage array platform that offers consistently
high performance with low latency; unmatched storage efficiency with inline, all-the-time data services such
as thin provisioning, deduplication, and compression; rich application integrated copy services; and
unprecedented management simplicity. The content-aware, in-memory metadata and inline, all-the-time data
services have made XtremlO the ultimate shared storage platform for virtual server and desktop
environments and workloads that benefit from efficient copy data management.

Citrix XenDesktop provides a complete end-to-end virtualization software solution delivering Microsoft
Windows virtual desktops or server-based hosted shared sessions to users on a wide variety of endpoint
devices.

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix DELLEMC



1 Introduction

This document addresses the architecture design, configuration and implementation considerations for the
key components required to deliver virtual desktops or shared sessions via Citrix XenDesktop and XenApp on
VMware vSphere 6.x or Microsoft Windows Server 2016 Hyper-V hypervisors. Proposed design choices
include rack or blade servers, local disks or shared storage. Guidance contained within this document follows
a building block methodology enabling the combination of several different components each with their own
scaling capabilities.

1.1 Objective

Relative to delivering the virtual desktop environment, the objectives of this document are to:

Define the detailed technical design for the solution.

Define the hardware requirements to support the design.

Define the constraints which are relevant to the design.

Define relevant risks, issues, assumptions and concessions i referencing existing ones where

possible.

1 Provide a breakdown of the design into key elements such that the reader receives an incremental or
modular explanation of the design.

91 Provide solution scaling and component selection guidance.

1

1.2 What 6s new

1 Updated rack server hardware choices to the latest 14th generation Dell EMC PowerEdge servers
with Skylake processors.

1 Updated shared storage hardware to the Dell EMC XtremIO X2 array.

1

= =4 =4 =4
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2.2
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Solution architecture overview
Introduction

Dell EMC Ready Bundle for VDI solutions provide a number of deployment options to meet your desktop
virtualization requirements. Our solution is able to provide a compelling desktop experience to a range of
employees within your organization from task workers to knowledge workers to power users. The deployment
options for Dell EMC Ready Bundle for VDI include:

1 Pooled Virtual Desktops (Non-persistent)
1 Full Clone Virtual Desktops (Persistent)
1 Shared XenApp Sessions (RDSH)

Additionally, our solution includes options for users who require:

9 Graphics Acceleration
I Unified Communications

Physical architecture overview

The core Dell EMC Ready Bundle for VDI architecture consists of two models: Local Tierl and Shared Tier1.
ATi er 10 EMQ@Ready Bundedor VDI context defines from which disk source the VDI sessions
execute. Local Tierl includes rack servers or blades with SSDs while Shared Tier 1 can include rack or blade
servers due to the usage of shared Tier 1 storage. Tier 2 storage is present in both solution architectures and,
while having a reduced performance requirement, is utilized for user data and Management VM execution.
Management VM execution occurs using Tier 2 storage for all solution models. Dell EMC Ready Bundle for
VDI is a 100% virtualized solution architecture.

Dell Wyse Datacenter

Local Tier 1

Shared Array/ SDS

Management
Server Mgmit Whs & User Data

. A

55D/ 15K SAS

Compute

Server

Figure 1 Local Tier 1

In the Shared Tier 1 solution model, all compute and management layer hosts are diskless utilizing the new
Boot Optimized Storage Solution (BOSS) device or SD cards (where possible) for the operating system.

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix DELLEMC
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Dell Wyse Datacenter

Shared Tier 1

Shared Amay/ 505

Mgmi Vs & User Daia

Compute

Server

Figure 2  Shared Tier 1

NOTE: At the time of this writing, the 14th generation blade servers are not yet available. The boot device
options for the existing M630 blade servers include SD cards or local disks.

Solution layers
The Dell EMC Ready Bundle for VDI Solution leverages a core set of hardware and software components
consisting of five primary layers:

Networking Layer

Compute Server Layer

Management Server Layer

Storage Layer

Thin Client Layer (please refer to section 3.6)

=A =4 =4 4 -4

These components have been integrated and tested to provide the optimal balance of high performance and
lowest cost per user. The Dell EMC Ready Bundle for VDI stack is designed to be cost effective allowing IT
departments to implement high-performance fully virtualized desktop environments.

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix DEALLEMC



2.3.1

2.3.2

2.3.3
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Networking

Only a single high performance Dell Networking 48-port switch is required to get started in the network layer
for a combined pilot/POC configuration. For all other configurations, you can start with a single Dell
Networking 48-port switch for 10 GB LAN traffic along with a single Brocade fibre channel switch for SAN
connectivity. Additional switches are added and stacked as required to provide High Availability for the
Network layer.

1-2 x

1-6 x
Dell Networking

Brocade

54048 6510

Figure 3  Networking layer

Compute

The compute layer consists of the server resources responsible for hosting the Horizon user sessions, hosted
via the VMware vSphere hypervisor, local or shared tier 1 solution models .Shared Tier 1 rack server pictured
below.

1-64 x

2xCPU

R640 384 768GB RAM
2 x M.2 BOSS

VDI Desktops

RDSH VMs
RDSH Sessions
Man ageme Nt

VDI management components are dedicated to their own layer so that they do not negatively affect the user
sessions running in the compute layer. This physical separation of resources provides clean, linear, and
predictable scaling without the need to reconfigure or move resources within the solution as you grow. The
management layer will host the entire server VMs necessary to support the VDI infrastructure. Shared Tier 1
rack servers pictured below.

I
=
°

o

=

=
w0

o

=

Figure 4  Compute layer

1-4x

2 x CPU BGE RAM 16GE RAM
N DDC + BT vCenter/
Lic VMM

1 92GB RAM

4GB RAM 8GB RAM
2 vCPUs 8 vCPUs
2 xM.2 BOSS FU saL

Management layer

R640

I
=
°

o

=

=
w0

o

=

Figure 5

NOTE: If using PVS, additional Management servers may be necessary.

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix
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2.3.4

2.4

2.5
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Storage

The storage layer consists of the Dell EMC XtremIO X2 X-Brick array for combined shared T1 and T2. The
configuration shown below is the minimum disk configuration for the X2 array and can support up to 3,500
knowledge worker users. Additional disks and/or larger disk sizes can be used if necessary to provide more
capacity for persistent desktop users or if user data is also stored on the array (via file servers). Additional X-
Bricks are added to the solution when scaling beyond 3,500 users.

XtremlO X2
X-Brick (Tier 1 & Tier 2)

l ! ! l
User Data
VDI Desktops RDSH VMs Mgmt VMs (Optional)

18+x 400GBeMLC SSD

1

Figure 6  Storage layer

Local tier 1

For pilot/POC or small deployments, a single server can be used. This architecture is non-distributed with all
VDI, Management, and storage functions on a single host. If additional scaling is desired, you can grow into a
larger distributed ST1 architecture seamlessly. Disk size depends on total capacity requirements of all VMs
but a minimum of 4 x 960GB SSDs is recommended. SQL is required for System Center Virtual Machine
Manager (SCVMM) when Hyper-V is the hypervisor.

S-Series

54048

2x CPU —

R640 384 768GB RAM

ey XDIXA
Roles

or + 8GE RAM
8 vCPUs
RDSH VMs

RDSH Sessions

VDI Desktops

Jdos|atedAH

4)(SSD -‘

anumes

VDI VMs

18GB RAM
8 vCPUs

Mgmt VMs

Local Tier 1 storage

Figure 7

Note: 150 user density is based on the Task Worker workload

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix

Shared tier 1 for rack servers

This solution model provides a high-performance scalable rack-based configuration that incorporates shared
T1 and T2 storage for execution of VDI sessions and management VMs. Since all VMs reside on the shared
storage array, the servers are diskless and use a BOSS device (ESXi or Hyper-V) or SD cards (ESXi only) for
the hypervisor/operating system. User data can either be stored on the same array (via a file server) as the

DELLEMC



VMs or on another storage location. The figure below depicts the shared storage configuration with optional
file server VM for user data.

1-4 x 1-2x 1-3x

Dell Networking XtremlO X2

Brocade

6510 X-Brick (Tier 1 & Tier 2)

18+ x 400GBeMLC SSD

54048

JosjadadAH

RDSH Sessions

1-4 x !
2xCPU 3GB RAM "'.’
4 vCPUs 8 !

VDI Desktops P —
2 x CPU P VDI Desktops g
= - -
|

192-768GBRAM =
_ RDSHVMs 1 M ppsHVMs O3
] MgmtVMs

R640
Figure 8  Shared Tier 1 storage - rack

JosjadadAH

NOTE: If necessary, additional disks can be added to increase capacity.

High-performance graphics capabilities compliment the solution and can easily be added at any time to any
new or existing deployment. Simply add the appropriate number of GPU enabled servers to your architecture
and provide a superior user experience with NVIDIA GRID vGPU technology. The figure below show the
same architectural design without user data stored on the same storage array.

12
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1-4 x 1-2x 1-3x
Dell Networking

XtremlO X2
X-Brick (Tier 1 & Tier 2)

Brocade
6510

18+x 400GBeMLC SSD

------------ &l VDI Desktops

54048
RDSH VMs
RDSH Sessions e [ Bl RDSHVMs [
2x CPU

R640
384-1,536GB RAM GFX-enabled

R740
Upto 3 x GPUs B VDI Desktops

R640

Figure 9  High performance graphics added

VDI Desktops

2xCPU
192-768GB RAM ==
2xM.2 BOSS

Jos|atedAH

*

Jos|adadAH

HDX3D Pro

2xCPU BCERAM-
4 vCPUs DDC +
192GBRAM B =t

2xM.2 BOSS Pt

18GE RAM
8 VCFUs

JosjasedAH

8GB RAM
8 vCFUs

1-4x

SQL

NOTE: Minimum disk configuration per XtremlO X2 X-Brick is 18 x 400GB SSDs which is sufficient for up to
3500 VDI users. Additional disks may be required if increased capacity is needed for larger persistent disk
sizes and if user data is also stored on the array.

NOTE: If using PVS, additional Management servers may be necessary depending on requirements.
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Shared tier 1 T network architecture

The architecture for the Shared Tier 1 solution uses a dedicated Fiber Channel (FC) switching infrastructure
for the management and compute servers to connect to shared storage. Both management and compute
servers connect to all network VLANSs in this model. All ToR traffic has been designed to be layer 2 (switched
locally), with all layer 3 (routable VLANS) routed through a core or distribution switch. The following diagram

illustrates the server NIC to ToR switch connections.

o

Figure 10 Shared Tier 1 network architecture

Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix
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2.5.2 Sharedtier 17 rack cabling (HA)
The following diagram depicts the cabling for the components in the ST1 rack servers solution.
Compute & Mgmt Hosts
CEm. e g
SRR
XtremlO X2 X-Brick (Tier 1 + 2)
Figure 11 Shared Tier 1 rack cabling
2.5.3 Sharedtier 11 storage scaling guidance

NOTE: Scaling numbers are based on our density testing for the Knowledge Worker workload. Customer
needs may vary.

Table 1 Shared tier 1 storage scaling guidance for ESXi
Shared Tier 1 HW Scaling (Rack - FC)
User Scale | XtremlO X2 Compute ToR ToR
Servers CPU Cores Memory LAN 8Gb EC
Up to 3500 1 x X-Brick 17 20 Up to 800 Up to 15TB 1 x S4048 1x6510
35017 7000 | 2 x X-Brick 207 39 Up to 1,560 Upto 30TB | 1-2x S4048 | 1-2x 6510
70017 10000 | 3 x X-Brick 39171 56 Up to 2,240 Up to 43TB | 2-3 x S4048 2 x 6510

15 Dell EMC Ready Bundle for VDI i Reference Architecture for Citrix
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Table 2 Shared tier 1 storage scaling guidance for Hyper-V

Shared Tier 1 HW Scaling (Rack - FC)
User Scale | XtremlO X2 Compute ToR ToR
Servers CPU Cores Memory LAN 8Gb FC
Up to 3500 1 x X-Brick 17 18 Up to 720 Up to 14TB 1 x S4048 1x 6510
35017 7000 | 2 x X-Brick 187 35 Up to 1,400 Upto 27TB | 1-2x S4048 | 1-2x 6510
70017 10000 | 3 x X-Brick 357 50 Up to 2,000 Upto 38TB | 2-3 x S4048 2 x 6510

NOTE: For deployments over 10,000 users, create additional pods using sizing guidance contained herein.

2.6 Shared tier 1 for blade servers

As is the case in the ST1 for rack servers model, blade servers can be used to provide a high-performance
scalable configuration that incorporates shared T1 and T2 storage for execution of VDI sessions and
management VMs. Since all VMs reside on the shared storage array, the blades use either mirrored drives
(Hyper-V) or SD cards (ESXi only) for the operating system. User data can either be stored on the same
array (via a file server) as the VMs or on another storage location. The figure below depicts the shared
storage configuration with optional file server VM for user data.

NOTE: At the time of this writing, the 14th generation blade servers are not yet available.

2-8x 2-8x 1-2x 1-3x

Brocade Brocade XtremlO X2
M5424 6510 X-Brick (Tier 1 & Tier 2)

18+x 400GBeMLC SSD

PowerEdge
IOA

1-64 x B
2xCPU

VDI Desktops

512GBRAM = RDSH VMs
2 x SDor 15K RDSH Sessions

Jos|atadAH

1-4x
2xCPU
128GBRAM B

____________________

5 VCFUs

5GB RAM
8 vCPUs

Jos|adadAH

2xSDor 15K

Figure 12 Shared Tier 17 blade servers

NOTE: Minimum disk configuration per XtremIO X2 X-Brick is 18 x 400GB SSDs which is sufficient for up to
3500 VDI users. Additional disks may be required if increased capacity is needed for larger personal disk
sizes and if user data is also stored on the array.

NOTE: If using PVS, additional Management servers may be necessary depending on requirements.
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2.6.1  Shared tier 1 7 network architecture
In the Shared Tier 1 for blades architecture, there is no need to switch LAN ToR since the I0As in the chassis
support LAN to the blades and are uplinked to the core or distribution layers directly. However, a separate
switching infrastructure is required for FC. Management and compute servers both connect to shared storage
using FC switched via chassis interconnects. Both management and compute servers connect to all network
VLANS in this model. For greater redundancy, a ToR switch is used to support iDRAC used outside of the
chassis. All ToR traffic has been designed to be layer 2 locally, with all layer 3 VLANSs routed through a core
or distribution switch. The following diagrams illustrate the server NIC to ToR switch connections.

wiskahan -
i Mg Lore
T’\R Chassis == Switch

Switching

B EE'_‘

Compute
Hosts

Figure 13  Shared tier 1 network architecture
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2.6.2  Sharedtier 11 cabling

The following diagram depicts the cabling for the components in the ST1 blade servers solution.

Core

Compute & Mgmt Hosts

10Gb
LAN

SAN

XtremIlO X2 X-Brick (Tier 1 + 2)

Figure 14 Shared tier 1 cabling
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2.6.3

19

Shared tier 1 7 scaling guidance

NOTE: Scaling numbers are based on our density testing for the Knowledge Worker workload. Customer

needs may vary.

Table 3 Shared tier 1 scaling guidance ESXi
Shared Tier 1 HW Scaling (Blade - FC)
User Scale XtremlO Compute Blade LAN ToR
X2 Servers CPU Cores Memory + FC 8Gb FC
. . 4 x |I0OA +
Up to 3500 1 x X-Brick 17 20 Up to 800 Upto 10TB 4 x M5424 1x 6510
35017 7000 | 2x X-Brick | 207 39 Upto 1,560 | Upto20TB | OXIOA*+ | 46510
ptoL, P 6 x M5424
70017 10000 | 3x X-Brick | 397 56 Upto2,240 | Upto3oT | SXIOA* | 56510
plo< P 8 x M5424
Table 4 Shared tier 1 scaling guidance ESXi
Shared Tier 1 HW Scaling (Blade - FC)
User Scale XtremlO Compute Blade LAN ToR
X2 Servers CPU Cores Memory + FC 8Ghb FC
. . 4 x |I0A +
Up to 3500 1 x X-Brick 17 18 Up to 720 Up to 9TB 4 x M5424 1x6510
350171 7000 2 x X-Brick 1871 35 Up to 1,400 Up to 18TB 6 x 10A + 1 x6510
pfoL, P 6 x M5424
70017 10000 | 3 x X-Brick 351 50 Up to 2,000 Up to 26TB 8 X I0A + 2 x 6510
plos, P 8 x M5424

Note: For deployments over 10,000 users, create additional pods using sizing guidance contained herein.
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3 Hardware components
3.1 Network

The following sections contain the core network components for the Dell EMC Ready Bundle for VDI
solutions. General uplink cabling guidance to consider in all cases is that TwinAx is very cost effective for
short 10Gb runs and for longer runs use fiber with SFPs.

3.1.1  Dell Networking S3048 (1Gb ToR switch)
For out-of-band management such as iDRAC or in environments where 1Gb networking is sufficient, Dell
recommends the S3048 network switch. The S3048 is a low-latency top-of-rack (ToR) switch that features 48
x 1GbE and 4 x 10GbE ports, a dense 1U design, and up to 260Gbps performance. The S3048-ON also
supports Open Network Installation Environment (ONIE) for zero-touch installation of alternate network
operating systems.

Table 5 Dell Networking S3048 features

Model Features Options Uses
Dell Networking 1 38 xlégiogg.;eT 1 fRedundant hot-swap PSUs & 1Gb
S3048-ON T4x X + ans connectivity
9 Non-blocking, line-rate
performance
1'[ 260Gbps fu"_dup'ex TI VRF'“te, Routed VLT, VLT
bandwidth Proxy Gateway

9 131 Mbps forwarding rate

9 User port stacking (up to 6
switches)

1 Open Networking Install
Environment (ONIE)

48 x 1GB BaseT ports 4 x SFP+ ports

Redundant Power Supplies

Figure 15 Dell Networking S3048
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3.1.2  Dell Networking S4048 (10Gb ToR switch)
Optimize your network for virtualization with a high-density, ultra-low-latency ToR switch that features 48 x
10GbE SFP+ and 6 x 40GbE ports (or 72 x 10GbE ports in breakout mode) and up to 720Gbps performance.
The S4048-ON also supports ONIE for zero-touch installation of alternate network operating systems. For
BaseT connectivity, the S4048T model is available.

Table 6 Dell Networking S4048 features

9 Non-blocking, line-rate
performance

1 1.44Tbps bandwidth

1 720 Gbps forwarding rate

1 VXLAN gateway support

1 72 x 10Gb SFP+ ports with
breakout cables

9 User port stacking (up to 6
switches)

9 Open Networking Install
Environment (ONIE)

Model Features Options Uses
Dell Networking 9 48 x 10Gb SFP+ 1 Redundant hot-swap PSUs & 10Gb
S4048-ON 1 6 x 40Gb QSFP+ fans connectivity

Figure 16 Dell Networking S4048

For more information on the S3048, S4048 switches and Dell Networking, please visit: LINK

3.1.3 Brocade 6510 (FC ToR switch)
The Brocade 6510 Switch meets the demands of hyper-scale, private cloud storage environments by
delivering market-leading speeds up to 16Gb Fibre Channel (FC) technology and capabilities that support
highly virtualized environments. Designed to enable maximum flexibility and investment protection, the
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http://www.dell.com/us/business/p/open-networking-switches/pd













































































































































































































